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Convolutions for 
Hands-on Computer Vision
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Quick Disclaimer: 
Today will be both too fast 

 and too slow!
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Use of Embedded 
Hardware
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We will explore the 
science behind computer 
vision and collect data and 
train our own custom 
model to recognize objects 
using Edge Impulse

By the end of today: 
Hands-on Computer 
Vision (Object Classification)



5

Introduction to Computer Vision

Hands-on Computer Vision: Thing Translator

Building an Object Detection Dataset

Training our Model using Transfer Learning

Deploying our Model onto our Arduino

Summary

Today’s Agenda
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Machine
Learning

ANSWERS
WE PROVIDE

INPUTS RULES

Aka the Labels 
of the Data

THE 
COMPUTER 

LEARNS
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Let’s try to figure out what she’s doing?

walking running biking golfing

01010101001000110101
01010100101001001010
10101011010100101001

11110101001001010101
01010010100101010100
11010110010101001111

00001110101110101101
01010111101011010101
11010111111001001011

01111110101110101010
10101110101011010101
11111111100100001110

8



Let’s try to figure out what she’s doing?

walking running biking golfing

01010101001000110101
01010100101001001010
10101011010100101001

11110101001001010101
01010010100101010100
11010110010101001111

00001110101110101101
01010111101011010101
11010111111001001011

01111110101110101010
10101110101011010101
11111111100100001110

9



What is a neural network?
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a ificial

What is a neural network?
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For a set of 
Input Data

Training the 
machine
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For a set of 
Input Data

Training the 
machine

Guess the 
Answer
and count 
mistakes
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Model
RULES

After it’s learned use it for inference:

NEW UNLABELED

INPUTS

NEW

ANSWERS (LABELS)

CAT

DOG
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a ificial

What is a neural network?
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To learn more about the math behind 
neural network training there is a 

nice series of videos here: 
3Blue1Brown Neural Networks Playlist

https://www.youtube.com/playlist?list=PLZHQObOWTQDNU6R1_67000Dx_ZCJB-3pi


Computer Vision is Hard
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Computer Vision is Hard

? ?
What color are the 

pants and the shirt?
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Computer Vision is Hard
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Computer Vision is Hard
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Computer Vision is Hard

Is square 
A or B 

darker in 
color?
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Computer Vision is Hard

24



25

What Features of the image might be 
important for self driving cars?
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What Features of the image might be 
important for self driving cars?

Maybe 
straight 
lines to 
see the 
lanes 
of the 
road?
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How might we find these features?



28

How might we find these features?



29

How might we find these features?

Black: 0
White: 255
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How might we find these features?

Black: 0
White: 255

 0  255 255 255 255
 0    0   255 200 255
 0    0     0   255 255
 0    0     0     0   255
 0    0     0     0     0

Look for a Big 
Change!
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Convolutions
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How might we find these features? 
Convolutions
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Features

How might we find these features? 
Convolutions

-1 0 1

-2 0 2

-1 0 1

Colab Link
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https://colab.research.google.com/github/tinyMLx/colabs/blob/master/2-3-3-ExploringConvolutions.ipynb


What features are needed for Object Detection?
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What features are needed for Object Detection?
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What features are needed for Object Detection?

Vertical Lines, Horizontal Lines, 
Changes in Color, Changes in 
Focus, etc.

Regression, Clustering, etc.
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What features are needed for Object Detection?
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What features are needed for Object Detection?

43



What features are needed for Object Detection?

Let the computer figure out its own features 
and how to combine them! 44
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AlexNet Paper

AlexNet Use convolutions to find features and the 
summarize them into higher level features

Combine the features to classify the 
various objects in the dataset

https://proceedings.neurips.cc/paper/2012/file/c399862d3b9d6b76c8436e924a68c45b-Paper.pdf


Features

How might we find these features? 
Convolutions

-1 0 1

-2 0 2

-1 0 1

Colab Link
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https://colab.research.google.com/github/tinyMLx/colabs/blob/master/2-3-3-ExploringConvolutions.ipynb


How might we find these features? 
Convolutions

-1 0 1

-2 0 2

-1 0 1
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How might we find these features? 
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How might we find these features? 
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First Layer Filters 
Learned by AlexNet
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First Layer Filters 
Learned by AlexNet
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AlexNet Paper

AlexNet Use convolutions to find features and the 
summarize them into higher level features

Combine the features to classify the 
various objects in the dataset

https://proceedings.neurips.cc/paper/2012/file/c399862d3b9d6b76c8436e924a68c45b-Paper.pdf


What features are needed for Object Detection?

https://www.researchgate

.net/figure/Historical-top5

-error-rate-of-the-annual-

winner-of-the-ImageNet-i

mage-classification_fig7_3

03992986 53

https://www.researchgate.net/figure/Historical-top5-error-rate-of-the-annual-winner-of-the-ImageNet-image-classification_fig7_303992986
https://www.researchgate.net/figure/Historical-top5-error-rate-of-the-annual-winner-of-the-ImageNet-image-classification_fig7_303992986
https://www.researchgate.net/figure/Historical-top5-error-rate-of-the-annual-winner-of-the-ImageNet-image-classification_fig7_303992986
https://www.researchgate.net/figure/Historical-top5-error-rate-of-the-annual-winner-of-the-ImageNet-image-classification_fig7_303992986
https://www.researchgate.net/figure/Historical-top5-error-rate-of-the-annual-winner-of-the-ImageNet-image-classification_fig7_303992986
https://www.researchgate.net/figure/Historical-top5-error-rate-of-the-annual-winner-of-the-ImageNet-image-classification_fig7_303992986


A word of caution...

54



A word of caution...
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https://www.vox.com/future-perfect/2019/4/8/18297410/
ai-tesla-self-driving-cars-adversarial-machine-learning

https://www.vox.com/future-perfect/2019/4/8/18297410/ai-tesla-self-driving-cars-adversarial-machine-learning
https://www.vox.com/future-perfect/2019/4/8/18297410/ai-tesla-self-driving-cars-adversarial-machine-learning
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The Thing Translator

https://thing-translator.appspot.com/
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Open On Your Phone

https://thing-translator.appspot.com/


The Thing Translator

https://thing-translator.
appspot.com/
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Open On Your Phone

https://thing-translator.appspot.com/
https://thing-translator.appspot.com/
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The TinyML Workflow using Edge Impulse

60

Collect 
Data

Preprocess
Data

Design a
Model

Train a
Model

Evaluate
Optimize

Convert
Model

Deploy
Model

Make
Inferences



Create an Edge Impulse Account

1. Create an Edge Impulse account: 
https://studio.edgeimpulse.com/signup

2. Validate your email by clicking the link in 
the email sent to your account’s email 
address

61

https://studio.edgeimpulse.com/signup
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Edge Impulse Project Dashboard

Collect 
Data

Preprocess 
Data

Design a
Model

Train a
Model

Evaluate
Optimize

Convert
Model

Deploy
Model

Make
Inferences
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Activity: Create an Object Classification Dataset

Collect ~30 samples each of the following classes of data:

• Target Object #1

• Target Object #2

• (Optional) Target Object #3

67
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You may need to re-flash 
the EI Firmware!
1. Double tap RESET to enter bootloader mode

2. Download the firmware: bit.ly/EI-Nano33-Firmware

3. Run the flash script for your operating system 
(flash_windows.bat, flash_mac.command or 
flash_linux.sh).

4. Wait until flashing is complete, and press the RESET button once 
to launch the new firmware.
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https://bit.ly/EI-Nano33-Firmware
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Activity: Create an Object Classification Dataset

Collect ~30 samples each of the following classes of data:

• Target Object #1

• Target Object #2

• (Optional) Target Object #3
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Download the firmware: 
bit.ly/EI-Nano33-Firmware

flash_windows.bat 
flash_mac.command 
flash_linux.sh

https://bit.ly/EI-Nano33-Firmware
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Scroll Down to the Bottom
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Transfer Learning: Saving time and 
computational resources

Input 
A

WA1 WA2 WA3 WA4 WA5 WA6 WA7

Labels 
A

92



Transfer Learning: Saving time and 
computational resources

Input 
A

WA1 WA2 WA3 WA4 WA5 WA6 WA7

Labels 
A

Learns general features 
irrespective of task

93



Transfer Learning: Saving time and 
computational resources

Input 
A

WA1 WA2 WA3 WA4 WA5 WA6 WA7

Labels 
A

Learns general features 
irrespective of task

94



Transfer Learning: Saving time and 
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Transfer Learning: Saving time and 
computational resources

Input 
A

WA1 WA2 WA3 WA4 WA5 WA6 WA7

Labels 
A

Learns general features 
irrespective of task Reuse (freeze general 

feature extraction)
96



Transfer Learning: Saving time and 
computational resources

Input 
A

WA1 WA2 WA3 WA4 WA5 WA6 WA7

Labels 
A

Task-specific features

Train only last 
few layers

97



So what model should we transfer from?
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Model Evolution
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MobileNet v1
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Model Evolution



Fine for mobile phones 
with GB of RAM, but 64X 

microcontroller RAM

Our board [Course 3 Kit] only 
has 256KB of RAM (memory)

Model Size Top-1 Accuracy

MobileNet v1 16 MB 0.713
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MobileNet v1



𝞪 Image Size MACs 
(millions)

Params 
(millions)

Top-1 
Accuracy

1 224 569 4.24 70.7

1 128 186 4.14 64.1

0.75 224 317 2.59 68.4

0.75 128 104 2.59 61.8

0.5 224 150 1.34 64.0

0.5 128 49 1.34 56.2

0.25 224 41 0.47 50.6

0.25 128 14 0.47 41.2

Further Optimizations Multiply-Accumulates
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We will need to both 
reduce alpha and the 
image size!
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MobileNet is 
trained on 
square images!
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We are just going to use the 
suggested standard processing block 
and not do anything sophisticated
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Limited 
Memory
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Training Set Validation Set
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Final Test Accuracy



125

Final Test Accuracy

Accuracy Breakdown



Confusion Matrix

Actually Object 1 Actually Object 2

Predicted Object 1 # of Correct Object 1 # of Error

Predicted Object 2 # of Error # of Correct Object 2
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Final Test Accuracy

Accuracy Breakdown
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Final Test Accuracy

Accuracy Breakdown
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Final Test Accuracy

Accuracy Breakdown

Memory and Time



Edge Impulse Project Dashboard
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Edge Impulse Project Dashboard
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https://www.edgeimpulse.com/blog/introduc
ing-the-eon-tuner-edge-impulses-new-auto
ml-tool-for-embedded-machine-learning
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https://www.edgeimpulse.com/blog/introducing-the-eon-tuner-edge-impulses-new-automl-tool-for-embedded-machine-learning
https://www.edgeimpulse.com/blog/introducing-the-eon-tuner-edge-impulses-new-automl-tool-for-embedded-machine-learning
https://www.edgeimpulse.com/blog/introducing-the-eon-tuner-edge-impulses-new-automl-tool-for-embedded-machine-learning
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Reduces the precision of numbers used in 
a model which results in:

● smaller model size
● faster computation

Quantization

136



float32

0

max(|xf|)

min(|xf|)

0

int8

127

-128

Reducing the Precision

4 bytes per 
model 

parameter

1 byte per 
model 

parameter

137

max: 3.40282e+38 
min: 1.17549e-38



Floating-point 
Baseline After Quantization Accuracy 

Drop

MobileNet v1 1.0 224 71.03% 69.57% ▾1.46%

MobileNet v2 1.0 224 70.77% 70.20% ▾0.57%

Resnet v1 50 76.30% 75.95% ▾0.35%

Tradeoff
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Tools > Manage Libraries
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Double Tap RESET for 
Bootloader Mode!
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Tools > Serial Monitor
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Confidence that the picture is the 
given class (0-1 scale)
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INPUTS RULES
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of the Data

THE 
COMPUTER 
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Deep Learning
with Neural Networks
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Features

Features can be found with Convolutions

-1 0 1

-2 0 2

-1 0 1

Colab Link
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https://colab.research.google.com/github/tinyMLx/colabs/blob/master/2-3-3-ExploringConvolutions.ipynb


Convolutional Neural Networks

AlexNet Paper
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https://proceedings.neurips.cc/paper/2012/file/c399862d3b9d6b76c8436e924a68c45b-Paper.pdf


The TinyML Workflow
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Collect 
Data

Preprocess 
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Feedback Link: 
bit.ly/SciTinyML-22A-CV

https://bit.ly/SciTinyML-22A-CV


Brian Plancher
Harvard John A. Paulson School of Engineering and Applied Sciences
Barnard College, Columbia University
brianplancher.com

Convolutions for 
Hands-on Computer Vision
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1. Install the Arduino CLI

a. On linux: 
curl -fsSL https://raw.githubusercontent.com/arduino/arduino-cli/master/install.sh | sh

b. On mac:
brew update

brew install arduino-cli

c. Or view the link for binaries

2. Add to your .bashrc:
# Arduino (CLI)

export PATH="ARDUINO_INSTALL_LOCATION/bin:$PATH"

Where ARDUINO_INSTALL_LOCATION is e.g.,: $HOME/Documents/arduino-1.8.19

Edge Impulse CLI Notes:

https://arduino.github.io/arduino-cli/
0.21/installation/

https://arduino.github.io/arduino-cli/0.21/installation/
https://arduino.github.io/arduino-cli/0.21/installation/
https://arduino.github.io/arduino-cli/0.21/installation/
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1. Install the Edge Impulse CLI

a. Install Node.js by following the link or on Linux:
curl -sL https://deb.nodesource.com/setup_14.x | sudo -E bash -

sudo apt-get install -y nodejs

b. Run: npm install -g edge-impulse-cli --force

c. Add to your .bashrc:
# EI (CLI)

export PATH="$HOME/.npm-global/bin:$PATH"

2. Run edge-impulse-daemon -–clean to start the daemon and then follow the instructions in the 

terminal to add it to your current project using your edge impulse account!

Edge Impulse CLI Notes:

https://docs.edgeimpulse.com/docs/
edge-impulse-cli/cli-installation

https://docs.edgeimpulse.com/docs/edge-impulse-cli/cli-installation
https://nodejs.org/en/
https://docs.edgeimpulse.com/docs/edge-impulse-cli/cli-installation
https://docs.edgeimpulse.com/docs/edge-impulse-cli/cli-installation
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Edge Impulse CLI Notes:

https://docs.edgeimpulse.com/docs/
edge-impulse-cli/cli-installation

It should then appear on your “Devices” tab in your project!

And then if you go to “Data Acquisition” you should be able 
to proceed as you would with the standard instructions!

https://docs.edgeimpulse.com/docs/edge-impulse-cli/cli-installation
https://docs.edgeimpulse.com/docs/edge-impulse-cli/cli-installation

